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Voxel engines are everywhere…

…and given the huge success of Minecraft, I think they are going to become a permanent fixture in the landscape of game engines.  Minecraft (and Infiniminer) live in a unique space somewhere between high-resolution voxels and static prefabricated environments.  Modifying a Minecraft world is both intuitive and elegant; you simply pick up and place blocks.  In many ways, it is the natural 3D generalization of older 2D tile based games.  Of course creating a Minecraft engine is much more challenging than making a 2D engine for a number of reasons.  First of all, it is in 3D and second it is generally expected that the environments must be much more dynamic, with interactive lighting, physics and so on.

When building a voxel game, it is important to choose a data structure for representing the world early on.  This decision more than any other has the greatest impact on the overall performance, flexibility, and scale of the game.  This post discusses some of the possible choices that can be made along these lines, and hopefully give a better explanation of what sort of technical considerations are involved.  In fact, I posit that some commonly held performance assumptions about Minecraft-type engines are probably wrong. In particular, the importance of random-access reads/writes for modifications is often overestimated, while the relative cost of iteration is greatly underestimated.  In concluding this article, I introduce a new data structure that exploits this observation, and ultimately gives much faster iteration (for typical Minecraft-esque maps) at the expense of slightly slower random accesses.

Conventional data structures

But before getting ahead of ourselves, let’s review some of the approaches were are currently being used to solve this problem.  We start with the absolute simplest choice, which is the “flat array”.  In the flat array model, you simply store all of your level data in one gigantic array:
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As Minecraft and Infiniminer haver shown us this strategy can be viable — providing you limit the number of voxel types and make the world small enough.  Storing blocks in a big array has many advantages, like constant time random access reads and writes, but it is far from perfect. The most obvious downside is that the amount of memory consumed grows with the cube of the linear dimension, and that they are ultimately fixed in size.  These properties make them suitable for small, sand-box worlds (like the old-school Minecraft creative mode), but prevent them from being used in an infinite world (like Minecraft survival mode).

The most naive solution to the perceived disadvantages of flat arrays (and I say this because it is almost invariably the first thing that anyone suggests) is to try putting all the voxels in an [octree](http://www.sea-of-memes.com/LetsCode1/LetsCode1.html).  An octree is a tree that recursively subdivides space into equal sized octants:
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On the face of it, this does sound like a good idea.  Minecraft maps are mostly empty space (or at least piecewise constant regions), and so removing all those empty voxels ought to simplify things quite a bit.  Unfortunately, for those who have tried octrees, the results are typically [not so impressive](http://www.sea-of-memes.com/LetsCode32/LetsCode32.html):  in many situations, they turn out to be orders of magnitude slower than flat arrays.  One commonly cited explanation is that access for neighborhood queries times in octrees are too slow, causing needless cache misses and that (re)allocating nodes leads to memory fragmentation.

However, to understand why octrees are slower for Minecraft games, it isn’t really necessary to invoke such exotic explanations.  The underlying reason for the worse performance is purely algorithmic: each time an arbitrary voxel is touched, either when iterating or performing a random access, it is necessary to traverse to the entire height of the octree.  Since octrees are not necessarily balanced, this can be as much as log(maximum size of game world)!  Assuming the coordinate system is say 32 bit, this brings an added overhead of 32 additional non-coherent memory accesses per each operation that touches the map (as opposed to the flat array, where everything is simply constant time).

A more successful method — and even less sophisticated — method is to use paging or “virtual memory” to expand the size of the flat array.  To do this one breaks down the flat 3D array into a collection of pages or “chunks”, and then uses a hash table to sparsely store only a subset of the pages which are currently required by the game:
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Pages/chunks are typically assigned in the same way as any virtual memory system: by reserving the upper ![k](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAALBAMAAABfd7ooAAAALVBMVEX///8zMzO7u7tOTk52dnZpaWmtra3y8vLW1taRkZGEhITj4+NbW1vIyMigoKBpYLM9AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAPUlEQVQIHWNgUHZgAALWBBDJWAAim0EEwywOlQ0MDIc6WIBiYkAWA++hGUCS68FVbgYG5oYrTECSgUubAQAq+wp5jcaZhQAAAABJRU5ErkJggg==)-bits of the coordinate for the chunk ID.  Using a virtual  memory system has the additional advantage that chunks can be lazily initialized, which is great for games with procedural content.  The same concept also allows chunks to be mapped back to disk when they are not needed (that is when there are no players nearby).  Using a hash map to store the chunks allows one to maintain constant time random access, while simultaneously taking advantage of sparsity as in an octree.

It seems like the current direction of Minecraft engines has begun to converge on the “virtualization” approach.  (And I base this claim on [numerous](http://www.gavanw.com/) [blog](http://bigbadwofl.blogspot.com/2012/01/infinite-terrain-test.html) [posts](http://techcraft.codeplex.com/)).  But is this really the best solution?  After all, before we jump in and try to solve a problem we should at least try to quantitatively understand what is going on first; otherwise we might as well be doing literary criticism instead of computer science.  So I ask the following basic question:

What factors really determine the performance of a voxel engine?

There is a superificial answer to this question, which is “read/write access times”; after all every operation on a Minecraft map can be reduced to simple voxel queries.  If you accept this claim, then a virtualization is optimal — end of story.  However for reasons which I shall soon explain, this assertion is false.  In fact, I hope to persuade you that really it is the following that is true:

Claim:  The main bottleneck in voxel engines is iteration — not random access reads and writes!

The basic premise hinges on the fact that the vast majority of accesses to the voxel database come in the form of iterations over 3D ranges of voxels.  To demonstrate this point let us first consider some of the high level tasks involving the world map that a voxel engine needs to deal with:

* Placing and removing blocks
* Collision detection
* Picking/raytracing
* Lighting updates
* Physics updates
* Mesh generation
* Disk serialization
* Network serialization

The last two items here could be considered optional, but I shall leave them in for the sake of completeness (since most voxel games require some level of persistence, and many aspire at least to one day be multiplayer games).  We shall classify each task in terms of whatever operations are required to implement it within the game loop, which are either read/write and random access/iteration.  To measure cost, we count the number of raw voxel operations (read-writes) that occur over some arbitrary interval of gameplay.  The idea here is that we wait some fixed unit of time (t) and count up how many times we hit the voxels (ie the number of bytes we had to read/write).  Under the assumption that the world is much larger than cache (which is invariably true), these memory operations are effectively the limiting factor in any computation involving the game world.

At a fairly coarse level, we can estimate this complexity in terms of  quantities in the game state, like the number of MOBs and players in the world, or in terms of the number of atomic events that occur in the interval, like elapsed frames, chunk updates etc.  This gives an asymptotic estimate for the cost of each task in terms of intelligible units:

|  |  |  |
| --- | --- | --- |
| Task | Operation | Cost (in voxel ops) |
| Block placement | Write | number of clicks |
| Collision check | Read | (number of MOBs) \* (frame count) |
| Picking | Read\* | (pick distance) \* (frame count) |
| Lighting | Iteration (RW) | (torch radius)^3 \* (number of torches) + (active world size) \* (sun position changes) |
| Physics update | Iteration (RW) | (active world size) \* (frame count) |
| Mesh generation | Iteration (R) | (chunk size) \* (chunk updates) |
| Disk serialization | Iteration (R) | (active world size) \* (save events) |
| Network IO | Iteration (R) | (active world size) \* (number of players) + (chunk size) \* (chunk updates) |

*\* Assuming that picking is implemented by ray-marching.*

*Disclaimer:  The entries in this chart are estimates, and I do not claim that the dimensions for each task are 100% accurate.  If you disagree with anything here, please leave a comment.*

Our goal is to pinpoint which operation(s) in this chart is the bottleneck, and to do so we need dimensional analysis to convert all our units into a common set of dimensions.  Somewhat arbitrarily, we choose frame count and number players, and so our units will be in *(voxel ops \* frames \* players)*.  Going through the list of each item, we now try to estimate some plausible bounds for each dimension:

1. *(number of clicks)* is the amount of times the user clicked the mouse in the interval.  Since a user can click at most once per frame (and in practice is likely to click much much less), this value is bounded above by:
   * *(number of clicks) < (frame count) \* (number of players)*
2. *(number of MOBs)*is the number of active entities, or movable objects in the game.  Assuming that they are not moving too fast (ie there is a maximum speed of a constant number of blocks per frame), then the number of reads due to a collision check is going to be proportional to the number of MOBs and the number of frames.  We assume that number of MOBs in the world is proportional to the number of players, according to some constant ![k_{MOB}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACcAAAAOBAMAAABeLhj4AAAAMFBMVEX///8zMzO7u7tOTk52dnZpaWmtra3y8vLW1taRkZGEhITj4+NbW1vIyMigoKA/Pz+QJ5Y3AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAvUlEQVQYGW2OLwwBcQBGn9/hbuduJPnmT7LZJUG6aFM09YJdtAuKzbAR2CTBkCSS7Yp+UySb4IIpkk2TZDba+eLbt7cHWYvwYnaYEXH/wMEfxlLJeSG+H0XDgvTnt7PQX5ApGkzWjRP6fg5xn+4KtU8FzRU11FuQQJhcDGbwQCNqIPXPgmtd6XhyChYEmSpIqAXsrS4hfDgypfdrsZ3TkI9L8TmQ/BXagXdHNtm5PMl/ny2rLcowdm60S80Nb06kLKzymfGOAAAAAElFTkSuQmCC),
   * *(number of MOBs) =* ![k_{MOB}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACcAAAAOBAMAAABeLhj4AAAAMFBMVEX///8zMzO7u7tOTk52dnZpaWmtra3y8vLW1taRkZGEhITj4+NbW1vIyMigoKA/Pz+QJ5Y3AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAvUlEQVQYGW2OLwwBcQBGn9/hbuduJPnmT7LZJUG6aFM09YJdtAuKzbAR2CTBkCSS7Yp+UySb4IIpkk2TZDba+eLbt7cHWYvwYnaYEXH/wMEfxlLJeSG+H0XDgvTnt7PQX5ApGkzWjRP6fg5xn+4KtU8FzRU11FuQQJhcDGbwQCNqIPXPgmtd6XhyChYEmSpIqAXsrS4hfDgypfdrsZ3TkI9L8TmQ/BXagXdHNtm5PMl/ny2rLcowdm60S80Nb06kLKzymfGOAAAAAElFTkSuQmCC)*\* (number of players)*
3. *(pick distance)* is the maximum range a block can be selected by a player, and we shall assume that it is just a small constant.
4. Again, *(torch radius)* is a small number.  In Minecraft, this could theoretically be as high as 16, but we will simply leave it as a tiny constant for now.
5. *(number of torches)*is the number of torches placed / removed during the interval.  Torch placement is generally an irregular event, and so we estimate that a player will place a torch somewhat infrequently, at a rate goverened by some constant ![k_{TORCH}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADcAAAAOBAMAAAB5gJkQAAAAMFBMVEX///8zMzO7u7tOTk52dnZpaWmtra3y8vLW1taRkZGEhITj4+NbW1vIyMigoKA/Pz+QJ5Y3AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA7ElEQVQYGX2NMUvDUBRGjy+1jQkpTnENahVRSoaCayfp6E8oDpkEn7gGDGTRrTiIcSidOr/FwU6lIA4iZFBQcMiqk7sIvUHX9C73cA/3+2CjS/Us96sdS3qBTBc4bu1NU+lnF7XqYN8QR/6xYb0dkI6/NFvRO2mv6YM3u2HbDRVOQg9LrwxqAZ9YRh2CU7y6SX1kc43cYmIzhDfORICVvMhXn8YqZLR2BiXAXnSSiMTZlRDUFJ65Yt8TQHJOy1XOOUiFPeWJH0+6coGPPwUtaITcab5ZM48oBLJ/WX/I4TIqmPxykN8fBQKqo5kDHAc7SwpC5EQAAAAASUVORK5CYII=),
   * *(number of torches) = (number of players) \* (frame count) \** ![k_{TORCH}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADcAAAAOBAMAAAB5gJkQAAAAMFBMVEX///8zMzO7u7tOTk52dnZpaWmtra3y8vLW1taRkZGEhITj4+NbW1vIyMigoKA/Pz+QJ5Y3AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA7ElEQVQYGX2NMUvDUBRGjy+1jQkpTnENahVRSoaCayfp6E8oDpkEn7gGDGTRrTiIcSidOr/FwU6lIA4iZFBQcMiqk7sIvUHX9C73cA/3+2CjS/Us96sdS3qBTBc4bu1NU+lnF7XqYN8QR/6xYb0dkI6/NFvRO2mv6YM3u2HbDRVOQg9LrwxqAZ9YRh2CU7y6SX1kc43cYmIzhDfORICVvMhXn8YqZLR2BiXAXnSSiMTZlRDUFJ65Yt8TQHJOy1XOOUiFPeWJH0+6coGPPwUtaITcab5ZM48oBLJ/WX/I4TIqmPxykN8fBQKqo5kDHAc7SwpC5EQAAAAASUVORK5CYII=)
6. *(sun position changes)*is the number of times that the sun changes.  This happens regularly every few frames, and so we estimate that,
   * *(sun position changes) = (frame count) \** ![k_{SUN}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACQAAAAOBAMAAAC1GaP7AAAAMFBMVEX///8zMzO7u7tOTk52dnZpaWmtra3y8vLW1taRkZGEhITj4+NbW1vIyMigoKA/Pz+QJ5Y3AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAArElEQVQYGWXNoQrCUACF4d/prpdNZzPKcDaLj2DyIUzDIMZhsSgMVozDJL7Akmg0LMii6QZFLLI3mI/ghbXtxI9zOOBNqcb0q0IjqFFUE05ydK1otm9Vp33dEcOFGOAp+SCN6WZHSEjknR0UgQArf9lMUE7Mm/Yn1tQMnwaXM6bCxdj8bpqwxsgi7IGPYOaW7xLhpthKU+SXZGEFWxxY08lL+i5XGAcfe46h+AOjViXQ2l21cgAAAABJRU5ErkJggg==)
7. *(active world size)*is the size of the world.  It is basically proportional to the number of chunks visible by each player.  Assuming a Minecraft style world with a height cap, this would vary quadratically with the visible radius, ![r_V](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAKBAMAAABPkMOvAAAAMFBMVEX///8zMzOtra2RkZHW1ta7u7t2dnby8vKgoKBOTk7j4+OEhITIyMhpaWk/Pz9bW1sKQZDWAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAT0lEQVQIHWNgMglNYAAB906uDWDGgiQG9kwH9hkMDOIMDGcZ2A8wsExgYFjHwMTAwAFUwchwnIGB7QADA6c7kAABtiAIzcD8C8pgbWBgAACOrQzmzOdFzgAAAABJRU5ErkJggg==), or cubically for a world with unlimited z-value.
   * *(active world size) = (number of players) \* (chunk size) \* ![r_V^{2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAATBAMAAABrSZD8AAAAMFBMVEX///8zMzOtra2RkZHW1ta7u7t2dnby8vKgoKBOTk7j4+OEhITIyMg/Pz9paWlbW1tbpw8ZAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAdElEQVQIHWNgAAIm7QAQxcDgyiAOYUQzTIEw2NkvQBgMbAegjB4ozXrABajVJDTB8a4AA4N7J9cGsMSCJKg8zCwGlgkM7JkO7DMYOIAqzjGwH2BgO8DAsJaBCaKQkeE4hMHpDhQGAbYgCM3A/AvKYG1gYAAADL4TFQAaGCwAAAAASUVORK5CYII=)*
8. *(chunk updates)* occur whenever a chunk changes.  Assuming this is random, but proportional to the size of the active world, we get
   * *(chunk updates) = (active chunk size)  / (chunk size) \* ![k_{UPDATE}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAD8AAAAOBAMAAABqV9nkAAAAMFBMVEX///8zMzO7u7tOTk52dnZpaWmtra3y8vLW1taRkZGEhITj4+NbW1vIyMigoKA/Pz+QJ5Y3AAAACXBIWXMAAA7EAAAOxAGVKw4bAAABCElEQVQYGYWOsUrDYBSFvyZp/JukjVNHKVYR0cHJQZc8gG/gEhAjgkhEcIoYyOLgIMVBnApCcPzXFocScBLlHxRHO/gAfQHBC+7pgXvhcj7OudCPqFczrvdppHOAYo7Pg1rRtUx17dSXdDXuEn1DUf5otZM8SdyILOme6KI8ntCu7lETLsHWbsQugQB7rPlbFnZKjDf99Du3fMEZneHCDMdgfZO7Q8U5vRQ7/7Cahh6skqVWRGC4aIAXw+ahkWC8jRCJ4m75iFaMmNNQSyEMrPT//2d8Qd+AIGcdVR4YruR6pS2YKKMje1EmxI/kcGIphBkt2SJrEMP4F/zHJEG9c7PvvhjG26cVfxR6PnmtJKXWAAAAAElFTkSuQmCC)*
9. *(save events)*occur at regular intervals and save the map to disk.  Again, because they are regular we can just bound them by a constant times the number of frames.
   * *(save events) = (frame count) \** ![k_{SAVE}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACsAAAAOBAMAAABEEvh2AAAAMFBMVEX///8zMzO7u7tOTk52dnZpaWmtra3y8vLW1taRkZGEhITj4+NbW1vIyMigoKA/Pz+QJ5Y3AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAxklEQVQYGW3OMQsBcRjH8a+7c3dOZDILWVAmGynldVzKxaJ/eQNXBpJBJnkBTHKzha5MFgPZdO+A3eLfzf/nmX6f5+npgVIHVSVdlZIQSp4qla1dDhSTcG6ozuTlrlnsQ3pldX2rzXQ3upAJN7CXjXHhiXVHF7g40TNNgzvUv5wxYUJBoPsPjeMBLDdHghfUBnJHx6lif3yy/NBnUtaaEPFrNmaBhdfCqMh8IxPE7OAIInqkbjJ/ScXK2xuyjOxroEVwao5D/rZMLuqCuhXOAAAAAElFTkSuQmCC)

Plugging all that in, we get the following we get the following expression for the total amount of random access voxel ops:

*(random voxel ops) = C \* (number of players) \* (frame\_count)*

And for the sequential or iteration voxel ops, we get:

*(sequential voxel ops) = C \* (number of players) \* (frame count) \* (chunk size) \* ![r_V^2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAATBAMAAABrSZD8AAAAMFBMVEX///8zMzOtra2RkZHW1ta7u7t2dnby8vKgoKBOTk7j4+OEhITIyMg/Pz9paWlbW1tbpw8ZAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAdElEQVQIHWNgAAIm7QAQxcDgyiAOYUQzTIEw2NkvQBgMbAegjB4ozXrABajVJDTB8a4AA4N7J9cGsMSCJKg8zCwGlgkM7JkO7DMYOIAqzjGwH2BgO8DAsJaBCaKQkeE4hMHpDhQGAbYgCM3A/AvKYG1gYAAADL4TFQAaGCwAAAAASUVORK5CYII=)*

In general, the last quantity is much larger, by a factor of *(chunk size) \**![r_V^2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAATBAMAAABrSZD8AAAAMFBMVEX///8zMzOtra2RkZHW1ta7u7t2dnby8vKgoKBOTk7j4+OEhITIyMg/Pz9paWlbW1tbpw8ZAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAdElEQVQIHWNgAAIm7QAQxcDgyiAOYUQzTIEw2NkvQBgMbAegjB4ozXrABajVJDTB8a4AA4N7J9cGsMSCJKg8zCwGlgkM7JkO7DMYOIAqzjGwH2BgO8DAsJaBCaKQkeE4hMHpDhQGAbYgCM3A/AvKYG1gYAAADL4TFQAaGCwAAAAASUVORK5CYII=), or *(chunk size) \**![r_V^3](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAATBAMAAABrSZD8AAAAMFBMVEX///8zMzOtra2RkZHW1ta7u7t2dnby8vKgoKBOTk7j4+OEhITIyMhbW1tpaWk/Pz914HEYAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAc0lEQVQIHWNgAAKmIAUQxcBQyyAAYbDzJEAYDHEFUAb7dyiDYSqEoc3wC6jVJDSh9IQCA4N7J9cGsPiCJJg6cSiDZQIDe6YD+wwGDqCKcwzsBxjYDjAwrGdggsgzMhyHMDjdgcIgwBYEoRmYb0EZrA0MDAASmRMfbyVW9gAAAABJRU5ErkJggg==) if you have unlimited height.  So, if you believe these estimates are reasonable, then you should be convinced that iteration *by far*dominates the performance of a Minecraft style game.  In fact, this estimate explains a few other things, like why visible radius is such an important performance factor in Minecraft.  Increasing the draw radius linearly, degrades the performance quadratically!

Can we make iteration faster?

The main conclusion to draw from the above estimate is that we should really focus our optimization efforts on iteration.  If we can bring that cost down measurably, then we can expect to see large improvements in the game’s performance.  But the question then becomes: is this even possible?  To show that at least in principle it is, we make use of a simple observation:  In any situation where we are iterating, we only need to consider local neighborhoods around each cell.  For example, if you are computing a physics update (in minecraft) you only consider the cells within your [Moore neighborhood](http://mathworld.wolfram.com/MooreNeighborhood.html).  Moreover, these updates are deterministic:  If you have two voxels with the same Moore neighborhood, then the result of applying a physics update to each cell will be the same.  As a result, if we can iterate over the cells in groups which all have the same neighborhood, then we can apply the same update to all cells in that group at once!

This is the basic idea behind our strategy for speeding up iteration.  We will now try to explain this principle in more detail.  Let ![B](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAAMFBMVEX///8zMzPj4+OEhIR2dnagoKCRkZFpaWnIyMjW1tby8vKtra0/Pz+7u7tbW1tOTk55q9B6AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAUklEQVQIHWNgYDJ0DatgAIKJQKQApMMZGBY2AOkyBoY9QIpBgoH3EZDikL1rsgBIsxUw8P4C0nwBDAyyQJpxAgOHEJDuYWBYDxRi/RMa5sHAAABgCw4yX8KLmAAAAABJRU5ErkJggg==) be the set of block types, and let ![G : \mathbb{Z}^3 \to B](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFMAAAAOBAMAAAChjD0aAAAAMFBMVEX///8zMzOtra2EhISgoKDj4+O7u7vIyMhpaWmRkZE/Pz/W1tby8vJOTk52dnZbW1tBlni2AAAACXBIWXMAAA7EAAAOxAGVKw4bAAABOUlEQVQoFWNgwARMSQqYgthFzjMIYJfAFOVhf4ApCBZhMnEJK4DK2UpYfL7AkHEAVSmr4RPPdqAQaxMDw0SY1E8G5mMFDDxrYHwovZGBYWMAA0MVEO+AST1gSDsMZF+D8XMgDA8GhoNAE5YBeYeAOBcsymNgw6DMsBSigoGhBMLoZGDQYmBgvgAV3gymmY8rMBwrUYCKMXAcALPEGdi+MjAwToAJg+kiPhQuaw+Iyy6WZneAgSEwgYFtxjO4/IOpMOY7MPiYAORzNjCw3QE7l4ERxAcDzmgHsMNhfIZHIBa/AwODGAMDL5AqPADkg8EWoP1OMA6QZt4A4jBuYGAXZWDgBvrWCsQHe+uBNwPTdxAPCk6C6SoGhrMOQFbcFCVOkAAosNg+X7a7C/YJSAQIvEEEyy0Xz+cMDABnvEPoutn6YAAAAABJRU5ErkJggg==) be a map representing our world (ie an assignment of block types to integral coordinates on a regular grid).  A radius ![r](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAHBAMAAADHdxFtAAAAJ1BMVEX///8zMzOtra2RkZHW1ta7u7t2dnby8vKgoKBOTk7j4+OEhITIyMjIsmKOAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAJklEQVQIHWNgMglNYHDv5NrAsCCJAQjEgZhlApDg2AAk2A4wMAAAcGQFoXd3pisAAAAASUVORK5CYII=)*-Moore neighborhood* is an element of the set ![B^{2r+1} \times B^{2r + 1} \times B^{2r + 1} \cong \{ f : \mathbb{Z}_{2r + 1}^3 \to B \}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAS0AAAATBAMAAAA3yka0AAAAMFBMVEX///8zMzPj4+OEhIR2dnagoKCRkZFpaWnIyMjW1tby8vKtra0/Pz+7u7tbW1tOTk55q9B6AAAACXBIWXMAAA7EAAAOxAGVKw4bAAADZElEQVRIDb1VXUgUURT+3HXHndlGRXqwSFgI6tWoJyFcQkkqaKG0IqQpYrcQYiH6oShGUAj6YSV86CGYCH0SXMiosMKCnuphQSIz1ArqrYeCfinonHvnzuzMzvpkHXbvfOd859z7zdw/QNr0VhcAwx7yQOpOWeEIFn5xMqvyaj8fTdfmwoxernM4lqJfd5gEbmLtMqwqLgFTIV1jIZ96Md7WVQ8QiAynPddsbyqyo9H/rhf1wCx+Mq7BqmKLXiqoI/bF68IHzpCPo9EPDsc2dfedhTOh901Fjbx+dW/eNoyZ0YFMhC7BqmKrSleqwCP0Z7gli38+ebET5jnpRbRSC/YKagQYSaMnOWRG6dKbobeg3r6UKUfokqxbbCldu54T4r6FLn1bhjFZo4WOOWDCEV5UI7XcE9Q+4JadsNGPWO5E7nhoHhMFGK3Yj0S5NiuKN+Q+5opiHrXyeAZx7lvo0ry5rYc53w40laslzcuQ0AKp6zTwEHN6kT+vt4LeELY5t8FCasa0bzQ4FaxZAo55rCq2SAhroE4WX4v9LXTJlbvE6bgdd1Ltq9ICBxp3mwstrq5WmO/1dU9QoETq0jzDr6OVMCAK62wspkdeNDdUssRRAplgVbEFvLpAQVoPse3cCRIZQD/cz/A6N+i4DGPuoIDBhl+bjLVA6kq2LWyRQYonmBQ2IAfG4MLsDhXzWa0kVVeyyKo879loE7zmuUiWMr4TQDGxGVwtk0XitALMX4Ec4WinZCwPLDnVdF6KiGa72EpA8g8X7vGr67W07ygksrvelcl3tcS+EW6kEdpUjv/Uzkv8gSaLS0KWp2HJarAquckmtFN5wJFRGKXo20FkuVomilRSV0SyxS9VSM3jGmAwrYLeU81jNOul8fqCf7bq2QwSD9yrhV6s4naIsxSlRezHK8BkloMBU+s+OQPja4ARjrvua7BqHsU5YTSLCl739YkiHl91rxbL3b2Cxbh4uFpYV+J3b1+P5CpbdU4cetZ71K4kBFbnRDTrp/M5kaQ/GZ8Ti52bd3933KvFCug6wDlKizy/OPKPjHW5+7piBHm1WAFdFbR7TgQiK+yQrsaNTqjT0O0QYtmV92MEsVIh4yni98OduVeLVft7fQqXrLg/VqrqMnw7VCXgZbE69v8i2WWH+gsRAOjnVNXQHQAAAABJRU5ErkJggg==).  The Moore neighborhood of a coordinate ![(i,j,k)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC4AAAASBAMAAADWL/HSAAAAMFBMVEX///8zMzPIyMjj4+OgoKCEhITy8vJOTk5paWnW1ta7u7t2dnZbW1utra2RkZE/Pz/dvWwMAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA9UlEQVQYGW2QsUrDYBCAPxPTNGmpT1DoWMjyD4JSEPIIwaHg9tO90Edw7tSllA6CoKIgSoeufYFOEbK5uFTwBZx7d1mK9f5w3933kxwXCBxHUYo5P7K1K/7xHUeQw7q+at4rn1cQFkQe5NFoWG7qx2+JrTlIJ16aGy4PlJULzRVzeMtNjCvDLnl1PMlJlhMT+YVhu2x5MvFh58uE+zR0nSCTw5k3wUYRbH8kv+vcl7D2v4oo70tb0YbNgCsxyUQRz7IUrpEhjyUfHk4LRUz0oHuluh6hDGv3DNYWsNJCXh3KQgIL+W/caTWiMf1W1KHjUrn7GyV7IrgttGnZye8AAAAASUVORK5CYII=) in ![G](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAALVBMVEX///8zMzOtra2EhISgoKDj4+O7u7vIyMhpaWmRkZE/Pz/W1tby8vJOTk52dnZkrLnAAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAVklEQVQIHWNgYGAycQkrYGBgbWJgmMjAwFAVwMCwg4GBZxmQfYiBgfkCkAYCxgkQOjCBgW3GMwaGg0AtjAkMDLwODAyFBxgYuJcyMFiBlMRNUeJkYAAAaV0N/3GMnUQAAAAASUVORK5CYII=) is determined by a map, ![M_{r} : \mathbb{Z}^3 \to (\mathbb{Z}_{2 r + 1}^3 \to B)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKgAAAATBAMAAAD2aFsxAAAAMFBMVEX///8zMzPj4+OEhITW1tZpaWmtra2goKDIyMhOTk67u7vy8vKRkZF2dnY/Pz9bW1uUwepGAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAChklEQVQ4EY1TPWjUYBh+7qd3aXLxDrEg7ZLB06XDFSt4nIU7TjxwOhBUrGCwoCKoN9jqUDFTdVEqKvgDcliqtYpGCqIdNHRw6pBNHcTi4iCK2MWhg+/3c8l34SK+kLzv85P3zfd9CRATp09EBM3iROaRHRGiMF43fiUi5h0Cv0MhIkShNEZpht1rEbYksKH5ESEKcxaQHCF7esAOtNSNA8fK0McDghdaC+WBXeuzmHe7BQUlRz5MH0aSja83gWwh1PIeKgvA2+6HUy42kFp2YHwPrdGqBtQsUD+cmgUes0KGCf1pCehvS6y7rOgHfCwuUXVP8koSFmASeOlglJTjBaSLLWF5wtNSys2UNlmCAi2cokiXUapgAl8lryRhAY4CZ4GTpNhD0BJVYanzVJmBsTAlGLrz3WVK6rWN5St2IISFPICt0H8Dc3RG1h04tBlhaLYfAqqKbP3kxIzZxSuAW6ANLo6Rl76bDA4mLdqMMEz2UfAwP7P4MkiANfVXBK3eFQtyTej3ZdM9Gg6pvpUGDFshTAZofG5bC68yE+2O1NlJwtyCPO0+vcAzQMclB1s6Rsrplo+srRDsNNlBNWj1U/sxxCUbOEM9ZHALElVom/lBPcRzS1tD471PhjpdZraKc450UzI8Vudp9eeR+TOHWwzCo40LmgoLrgNviNuN3A9rGJe/4arfJiv7pF6Ud3667VIhg2ZQmK6+fnPs7rhhrPH5ntpUWLIPLkx/JGuT+Xlk27KISbotBdPh8z21adcz/DcVTJ/ybl2eDvBlcRE0f3h1Y7UaLr/j4TlnBbAvqGKKfYLXnb18vhf7pttjGvSidYuztZ8FPt8D5o/08sHuyf4X2fqH6y85OYsTgsvGdgAAAABJRU5ErkJggg==) such that,

![M_r(i,j,k)(o, p, q) = G(i + o - r, j + p - r, k + q - r)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAXMAAAASBAMAAABbSyPqAAAAMFBMVEX///8zMzPj4+OEhITW1tZpaWmtra2goKDIyMhOTk67u7vy8vKRkZF2dnY/Pz9bW1uUwepGAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEUklEQVRIDa1WTYgcVRD+0tPTM/TMbPagKFkPrWsMAdEJCKsmwkgUSQSZU4SA0q5iRAwMCa4YEAcvejH2IaAIgSHRxCxrGEFNvMgSREQ9DDmIGgeWIHgQQTyJXvyq6vXkbU/vXtaCrZ+vvve9et392AF8e8MvLI8klOBAaoSCL6UWOP9DqWN5OkHPK1wqWBkO7Jomb0QtY24NK45UKZO7ApTiaCYl9HJqCXGrEMdCsKcNhDenTN8EWu7BHxbp+DTdvOJSFizgOt+efeXYR57EwO8V8qo1zRd6VurWTOPSLkGOBezvArVZyfYCDYm0ofpD9FXFtSw4rvNsZ4rmrCfR9nrF1O2yGUW2pm34FjkW8EIGnNcxmKy3OZaVDqZwY93nk+vX+e66HrXtd8vzzSiyNW3D0TkWsDiLcGePSdCl8y3MWEW9KdxxjvjcLwd8ZalH3Wwut3ATim5N2oajRz120znUt3WYhG3ENk7jeWmg2T54FXGbOC6dVyT6ZlnuB4IT5zo4K1luD2hyQwJcRHPrNEf01fJIss/doZWSSxoFLx38WDLdmtGNvmv5OddnUJmYi8PkPfQflgarRw4ooxZkErd/0LmG+oh44y/8LMidF/CoxHuHXPE2k9aY9gOT2wT2JGz0fJ028firdrV7u63W0XNJg8JL2bxkujWjjR78G85aX7zK1Ec8Aw4FycsCccTke0kQRGwA2xbpdPRqin2CJAs4KfEffGijSyEW7ABWnhrkEjzRaTmRrYvkfFe5Ws5IS47S5RSTzClBKxWGbY3x+KfxmMD2QdwFjopM4mRs9H11PCl0qX6XhLqp+HdWOjzQKvFPhnhfEJyCnDKYwwJHVcRc41bGHb5EWxqTdcZydw/uCEpxkkbgzEPNdGtm9tRvH1Z6OYFRZOJV/uG1Pm6SBu9Y3E0kw4wKLNRZ6jU9iVAP1VjjA+eaDL8C8sVOPph3efQ5X0LnyteJJr/NzGL+gJTiJF0H9sVCtyZmo1/ATCcnOJmoB5zBxaS+hse+HuFPtBYHQUrSAUg4VR8NUOkT/wLVviBxFo8YgyxeA+4ncWJPJKiswSQU1Llk3YSCGrG7WOZHUIpI3qDguFF0a8I2+m5c9CgiI2M1/0juxuu/4S1OeQ3xEiJ5Hcc1ZHgwkX9JxE8cU6T17RGNS2e5XdeTQ/DLUrqq1CWDRV/XWSm+1QeeGfIfoPZgN1kkPfvRKLo1YRu99uJDHkVkZKzcagPgnBZ30P8NSBCbz3FBZhIi0uFlKP4QIDqhMluVctqChLeub/iqBJW02nmh5NZ0ibsdOex+CFhZ5dNoaTpA5dMMGDjalRwX5B4BGWXDZsJYNJMool7NHyV73fdsqEp6BLl903a9CHGs3OQFhCldo4/PVoYS1OQLV1yQ8OmBEhDu6elXaxzPG9UDiullNA5/54Eq6dVML68vpdp/SwGTsdbZmXWVFpH4EhxItV90pdQiaes1x/oPhtP/qbV8tlAAAAAASUVORK5CYII=)

Then an *update rule* is a map sending a Moore neighborhood to a block, ![P : B^{2r+1} \times B^{2r + 1} \times B^{2r + 1} \to B](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOMAAAAOBAMAAAAverYjAAAAMFBMVEX///8zMzPj4+OEhIR2dnagoKDW1tbIyMjy8vKRkZFpaWlbW1tOTk6tra27u7s/Pz/7A1y1AAAACXBIWXMAAA7EAAAOxAGVKw4bAAACNklEQVQ4EXVTPWgUURD+7nR3705vCUESG+OBlZ2CtaQwxkYIyKknEvYQLWUDiqWbUhBMIcqdHlznTyEoWNgKil0CxjK4kkLRI5yFtc68ndl97s+w++bn+76ZfbtvgRJrf461eluDzFuot5KVNdo5rRFKxCmWC27iMFfadC3lIEoFxRawXRzpxrWINRVihspsFx+53KT7SxEXFBvUtzjSP3EwYE2F2LSrn1y6cNZEtFDSe4ZGY3p9tFiiOnaoOwwFLY5MxNEDt7ddPjIh0Jg+sBbpTEr6HewP7yzGJSPdGbizghZHcicSL3u3/PKRQgCGRAx05BVgPcQlOHF98GTwKPdinTEa8wbF8cG7QZB7sUbshFhFXvwj6Z90B94CT6kyMdUXwFf44Y1WZD2oTyflMcOtDbSngqa7TFEY8Xc3eE7U/7+lnF1DIHAO3nty1+gG5uG/Qf/vTItiUvkvY66O0KSpQC3Er46gPPLnKxs1Yvfob4ypmomZwjsgM90B78jOqsl58Rb2TkWaORrQwJGJ1/Z2z6XFFY0UrRAzrc4bT7s3x5yJUeJ/0sTyw6Q/ffZJZJUlFLRcfMbY65i4SjiQPi0VOVmQRrYbbpmMPnsttutJLGiVmEnneVHCesCZWC2AN6tJ5vXVzdH/1MnKEilaIWbWvoAWKOEbJ2Tm+NwF7tu7TiA9Pt4UjQ9SspwergoxM+8ZuhCczcuJekLO2ez2lpPUXvU3uPqn+zC0ARMrWiE2nIu8CuEfQKClaBZH6boAAAAASUVORK5CYII=), and the application of ![P](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAAMFBMVEX///8zMzPj4+OEhIR2dnagoKDW1tbIyMjy8vKRkZFpaWlbW1tOTk6tra27u7s/Pz/7A1y1AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARElEQVQIHWNgYDJ0DXZjAIJEBobCBiA9C8hMANJbGRjmACkGMQb2Q0CKXfZuHIjLuQBEMjBwB0DoxgQI/RBCsZ6PADEAFdULQG1NkiwAAAAASUVORK5CYII=) to ![G](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAALVBMVEX///8zMzOtra2EhISgoKDj4+O7u7vIyMhpaWmRkZE/Pz/W1tby8vJOTk52dnZkrLnAAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAVklEQVQIHWNgYGAycQkrYGBgbWJgmMjAwFAVwMCwg4GBZxmQfYiBgfkCkAYCxgkQOjCBgW3GMwaGg0AtjAkMDLwODAyFBxgYuJcyMFiBlMRNUeJkYAAAaV0N/3GMnUQAAAAASUVORK5CYII=) is the rule sending,

![G \mapsto P \circ M_r](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFkAAAAOCAMAAABzXkDSAAAAM1BMVEX///8zMzOtra2EhISgoKDj4+O7u7vIyMhpaWmRkZE/Pz/W1tby8vJOTk52dnY7OztbW1uv59zYAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABT0lEQVQ4Ea1S0ZLDIAhEBI3R2P7/1x6CETOTe2sfUsRlwWUBxg8jEXHKevjvwzF0otjrC0DuoqVrOHAB2OISVuY9qArIob1c13hYljaWfLIm67zzuvTkKAqo4W1ozJfWJXKWdibjavMVTpfJu0j01WMxCmhYZuEAIeuslQ+viRO5SPqK4PAuktRh82Uv5CMzOhRBRcoGMoZQnEkjhwPv1DkgIt1z9tE03afKcMn+M9gulIeD3qZy9An7dP997VaRJrOG8tH+bRoCREixATPsMofptcXhK5B6d9CU+cHM93sFFouMDJvMcJnkbqZNjbjZoD09gVLWlljyXOpjxB1UzXTxvKe555BKD0XTzagDiqKZLVPuJEiDJw+WSsV2y70QIuwsswltI9N10sMpEzP+yik9hjL0PeUpOXe4V7uhfhEuA/2C7MGx5H9kf3FQd/0B2QAHpHMwazwAAAAASUVORK5CYII=)

Then the fact that we can group cells corresponds to the observation that:

![M_r(i_1, j_1, k_1) = M_r(i_2, j_2, k_2) \implies P(M_r(i_1, j_1, k_1)) = P(M_r(i_2, j_2, k_2)) ](data:image/png;base64,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)

So, if our world data allows us to group up similar Moore neighborhoods, then we can expect that on average we should be able to reduce the complexity of iteration by a substantial amount.

In fact, this same idea also applies to meshing:  If you have a sequence of adjacent cubes that all have the same 3x3x3 neighborhood, then you can fuse their faces together to make a smaller mesh.  For example, instead of generating a mesh for each cube one at a time:

[![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGIAAABKCAYAAABAWoFVAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAAhuAAAIbgEeGSF4AAAEqUlEQVR42u2cfWhWZRTAf0vXLIIoUglBKtE2QgObdcfSDAxxDIvE4UfiyLWapI0+p0KwGJQZI0kJef+xhf+0AvujFiTpwCDFPgSlRGtO5hfK1r7cx2ue/tjzwGWsu/dunte9b+ePA/c+z7nn3PMc3vPc+3uf+wBsBlaKCEAusBeY6c6fBD4SEdx5bF1gA3DnCLrvx7AbpfsFUKlgN6y73utpCeoOoBSYrGh/KvCUcgxr0jBO5Gs7MUktEQllB5OV7ecAkzI+EWnI9MfAFEX7+UCNcgyfZEMiZgA5ivbzgGnKMcxJR2labzV6YswRFcoOHtes4cDdwFzlGB7NhtL0LpCnaH8WUKUcw/aMT4RJ6qVppw3ExEjEfGUHG4Bc5aey55VjMMRhiMPEEIchDkMchjgMcRjiMMRhiMMQhyEOE0MchjgMcUyMOeJ1oBk4pCQ/AmUZjzjmwI61UC0QtENxATQ0QqlA8A6UPwa7BQKBYCnUxtVdBHWAaEo+fFYD5QJBI5QWQEM7FAsE5bBpCdT5+3oCdo5Bt9C3aQkl0NoHQz8OkA6Q6+54AKQz1NcDEld3H5zRTsRhOD/g/F539+Xvo8/diz/vcvcaU7dZQu0aQgmc03QwHZJfgjQpyWaQYhjUjGEx9Kgn4lf4XtNBI5z5R9H+JZAjcFEzhh/guHoitsPPyk6OaQch8Jeyff3S9CKc0nRQC22DEf2tIC0gVyN0up1OS6i+ezk1NA9d0YzhKzipnogX4LSmg1nQ3xnR/6abcKeCnB+hfwCk0OksDD0cePkcZDkMaMawDLrUEyGw/1aWpkGQIGKgq13ffSBt2VyaVsGft3qOOAtyjxvwraH2r11bDsg32T5HrFMuTQuhuzcFvf2hQf/OzR33ura3Iq5rAtkIvZoxVCs/lQkIu+CopoMyaO9LUfe10HyxwB0XgSQjrjkMUgedmjHUQJt6Io7AgYny+BqemHHlqvX/8vj6LJzVdDAY8z3lvVAiXk5B/8bQBJ/5idBGHPdDsiNF3aMguaFETAJpHuWaPSCLDHHcPMTxN8hDLgGrQSrc8QyQK4Y40jdHrHQDP9tRz2sgj7i2EleCDHEoIg4B+dQNeB7IL6H2EyB3uL4d/3GtIY4UZTb0d0X0HweZ4gZ71wj9CdeXC/LTCP37QJ6DfkMc4yhNPSAPu4FeEWFjldN5YNgfOYY4blIiLoMcdNI1Cn31ehcMcegijrGKIQ4FxDEWMcRh/9BlFuI4CL83KS4e+HboZbAlaxBH0r3d+o5rIL3D3nw9BY2jmwc3tJfTFEJSQPqHTfrdrs0zqQ4Q/5YfRzctiGMbLBEI6qFsHiT8gqcV8PZy2OrP50GiHsri6t4Ff2gnYinUCgSvQmUR1Pv7WAwfVEKVQPAbPF0ADYfgmbi6FfCK+gIz7XWdwIeKyy29zLQPVexDlYxZhLwFuF3R/oPAS/ahiol9qGIfqtiHKrYXh+3FYWJ7cdheHLYXh+3FYXtxmBjiMMRhiMMQh4khDkMchjgMcRjiMDHEYYjDEIchDkMcJuNEHMD88DsFUBVOEpDwE3tM3aJx2l0TpQvc5n4Vo+rGsTtM9w3tRPwLWWY23XQfDnAAAAAZdEVYdFNvZnR3YXJlAHd3dy5pbmtzY2FwZS5vcmeb7jwaAAAAAElFTkSuQmCC)](https://0fps.files.wordpress.com/2012/01/mesh1.png)

We can fuse cells with the same Moore neighborhood together:

[![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGIAAABKCAYAAABAWoFVAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAAhuAAAIbgEeGSF4AAAFNUlEQVR42u2ca2xUVRDHf4XWghAbCfhIfTdg0YgGHylRkA8mxJZUI6GpoLQCKhWjTRStaCQoUQlCMGIM9gtBicbGBD8YSFRMExIBFUN8oiitKb5qSlta6MuOHzobbzbt3d2W2XZ358Nk7z1nzv/cM5M7c85/zz0AjwGLRQQgB9gBXKb3twGvigh6n7AusAI4dxDdlxPADdN9H3jIADeoWxHRsxLMO4CFQLYh/jTgduMxLEmCnSi07sQlPkfUGneQbYyfBYxPeUckwdNbgQmG+IVAjfEYXk8HR+QDWYb4ucAFxmOYkYzQVOExemzkiJXGHdxiGcOBPOA64zFcnw6h6Xkg1xC/AKgyHsPGlHeES/yh6TU3xNhwxGzjDlYAOcazsnuMx+AUh1McLk5xOMXhFIdTHE5xOMXhFIdTHE5xOMXh4hRHxlMca4DVwCojqQG2G+KvAl5MhxyxDpAUlz3mdpoBm5ZCtUBRC9w6E3bWwUKBoqeh8kZ4Q6BIoGgBrE9Udx5sSHVHFMC7kXFZCcXQeAYGXg6QkyB9et0N0hao6wBJVHcXHEt1RyyDJgmMzUIoht8sO5gCfeeB5BnJRJBsQ/w8kEuhx9wRX8PHlh3UwbF/DfH/BDkIf1iOYR8cMXfERvjKuJMvrQch8Ksxfr25I5bDUcsO1kNTT0h9I8hxkH9CdE6pznHNRcG6owN5qHmoti3ariHGczaEPMcH8J25I+6Dny07KICutpD6JzUhTgM5MUh9N8hNqjM3MDmIyNsgpdA9FP73IJO0/eYhdGq1Pgfk80Hq74R2c0cI7B7N0NQDUhRi6GqtmwrSNMzQtCNg6ANRdd9owgdk02iGpnL4ZbRzRAPI+WqMtYHyD7UsC+SjEeaIZYp1uYYrAekEmanlJSD9o+mI+41D01w41RmH3u6A0fdq7piiZWtC2u0BeQQ6Y+F3gBQqXqmWVer9JTFyVLXxrExA2AaHLDsog5Yzceo+HsgXN+v1HJDekDb7QTZAWzz4wTBUrL/ZihHWriYZC7qD8MlYmb4GEzMarhrP8vS1NmrV/NJYmb7eBQ2WHfQkuE55IWCkh+PQ7x9I8HE74kTgrZgE0jpWHGFNcVwMvSfj1D2kM5uII8aD1Mdosx1kXpwURB/I/Kg3ojyOdvOhI2MojlaQq9Q494Ks1Ot8kOazRHGsU8w8kPcCTn/LKY7/ZbEaZTpIO8hpkGsDibV/hDliH8g4xavTss16P1ETeUZTHALyphokF+RwoPzbOBZbsSgOAfl7IEQKIFVR+aVEy6/RdYWkK8UxHbraQ+qPgExQY2yLQT8cGKR+F8jd0BWWzBcoxg0gXVH1zRr+AHlgCIy0pzg6QK5WIywKwShXnSv0z6hEQtMr2nYyyE9D6NTrxACQdzKR4vgL5DOV9hjsa0Tv9wQdsV/b/RDjOQ+r3heZTnEMV+KlOEYiGUdxDEcSoTiGKxlHcWT0P3TWFEcJtFwIYilToc8SfzU0Jo3i6I3iXU5HzatbAyxoIrq50J/q22nyk7GL41m4Q6BoC5TNgtrIhqdF8FQprI3cz4LaLVCWqO5k+DHVHXERfGq+wcz6QxVgbxpsudyaDh+qPAosByqNpAp4zhC/EliaDpuQnwHOMcS/EnjQP1Rx8Q9V/EMVP4vDz+Lwszhc/CwOP4vDz+Lwszj8LA4XP4vDz+JwisMpDhenOJzicIrDKQ6nOFyc4nCKwykOpzic4nAZIcUBzA6uKXR3REXgvjaS2BPUnTNC3CVhusA4fSti6iaCG6X7hLUj/gNPvEXVzVgnGgAAABl0RVh0U29mdHdhcmUAd3d3Lmlua3NjYXBlLm9yZ5vuPBoAAAAASUVORK5CYII=)](https://0fps.files.wordpress.com/2012/01/mesh2.png)

So if we can iterate over the cells in batches, we should expect that not only will our physics loop get faster, but we should also expect that mesh quality should improve as well!

Run length encoding and interval trees

At this point, we now have some pretty good intuition that we can do iteration faster, so the obvious next step is to figure out exactly how this works.  Here is one strategy that I have used in a simple javascript based Minecraft game (which [you can get here](https://github.com/mikolalysenko/NodeMinecraftThing)).  The idea follows from the simple observation that Minecraft style worlds can be easily run-length-encoded.  In run length encoding, one first flattens the 3D array describing a chunk down to a 1D string.  Then, substrings of repeated characters or “runs” are grouped together.  For example, the string:

    aaaaabbbbacaa

Would become:

     5a4b1a1c2a

Which is a size reduction of about 25%.  You can imagine replacing the characters in the string with voxel types, and then compressing them down this way.  Now, applying run-length-encoding to chunks is by no means a new idea.  In fact, it is even reasonable to do so as a preprocessing step before g-zipping the chunks and sending them over the network/spooling to disk.  The fact that run-length encoding does compress chunks works to our advantage:  We can use this fact to iterate over the voxel set in units of runs instead of units of pixels, and can easily be extended to walk runs of Moore neighborhoods as well.

This sounds great for iterations, but what about doing random-access reads and writes?  After all, we still need to handle collision detection, block placement and raytracing somehow.  If we were dumb about it, just accessing a random block from a run-length-encoded chunk could take up to linear time.  It is obvious that we shouldn’t be happy with this performance, and indeed there is a simple solution.  The key observation is that a run-length encoding of a string is formally equivalent to an [interval tree](http://en.wikipedia.org/wiki/Interval_tree) representation.

An interval tree is just an ordinary binary tree, where the key of each node is the start of a run and the value is the coordinate of the run.  Finding a greatest lower bound for a coordinate is equivalent to finding the interval containing a node.  To do insertion is a bit trickier, but not by much.  It does involve working through a few special cases by hand, but it is nothing that cannot be done without taking a bit of time and a pad of paper.  If we implement this data structure using some type of self-balancing binary tree (for example a red-black tree or a splay tree), then we can perform random reads and writes in logarithmic time on *the number of runs*.  Best of all: we also get improved mesh generation and in-memory compression for free!

Now in practice, you would want to combine this idea with virtualization.  Basically, you would store each chunk as an interval tree, then represent the entire world as a hash map.  The reason for doing this would be to integrate paging and chunk generation more seamlessly.  In fact, this is the method I took in the last two minecraft type games that I wrote, and you can find some example code illustrating this data structure [right here](https://github.com/mikolalysenko/NodeMinecraftThing/blob/master/client/voxels.js).

Comparisons and conclusion

Ok, now that we’ve gone through the details, let’s break down our options by data structure and time complexity:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Data structure | Random access time | Iteration time | Size | Notes |
| Flat array | O(1) | O(n) | O(n) |  |
| Virtualized array | O(1) | O(n) | O(v) | v is the number of occupied (virtual) chunks |
| Octree | O(h) | O(n h) | O( v h ) | h is the height of the octree |
| Interval tree + Hash table | O( \log(r_C) ) | O( r ) | O( v r_C ) | r is the number of runs in a region, r_C is the number of runs a single chunk. |

Under our previous estimates, we can suppose quite reasonably that an interval tree should outperform a virtualized array for typical maps.  (Of course this claim goes out the window if your level geometry is really chaotic and not amenable to run-length encoding).  To test this hypothesis, I coded up a pretty simple benchmark.  At the outset the map is initialized to a 256x256x256 array of volume, with 5 different layers of blocks.  Randomly, 2^16 blocks from 32 different types are sprinkled around the domain.  To assess performance, we measure both how long an average random read takes and how long a sequential iteration requires (for Moore radii of 0 and 1).  The results of the benchmark are as follows:

|  |  |  |  |
| --- | --- | --- | --- |
| Data structure | Avg. random read | Avg. sequential read (Moore radius = 0) | Avg. sequential read (Moore radius = 1) |
| Flat array | **0.224 μs/read** | 0.178 μs/read | 0.060 μs/read |
| Virtual array | 0.278 μs/read | 0.210 μs/read | 0.107 μs/read |
| Octree | 2.05 μs/read | 0.981 μs/read | 0.933 μs/read |
| Interval tree + hashing | 0.571 μs/read | **0.003 μs/read** | **0.006 μs/read** |

In each column, the best result is underlined in bold.  There are a few things to take home from this.  First, for random access reads and writes, nothing beats a flat array.  Second, octrees are not a very good idea for voxel worlds.  On all accounts, a virtual array is far superior.  Finally, while the access time for random reads is noticeably slower in an interval tree, the speed benefits of improved sequential iteration make them more than worthwhile in practice.  [The code for the benchmark can be found here](https://github.com/mikolalysenko/0fpsBlog/tree/master/MineBench).

Of course, interval trees will not perform well in worlds which are more-or-less random, or if there are not many runs of similar blocks that can be grouped together.  But when your world can be described in this way (which is certainly true of a Minecraft like game), switching to intervals can offer a huge improvement in performance.  I also firmly believe that there is still quite a bit of room for improvement.  If you have any suggestions or ideas, please leave a comment!